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Abstract 

Background: Healthcare curricula need summative assessments relevant to and representative of clinical situations 
to best select and train learners. Simulation provides multiple benefits with a growing literature base proving its util‑
ity for training in a formative context. Advancing to the next step, “the use of simulation for summative assessment” 
requires rigorous and evidence‑based development because any summative assessment is high stakes for partici‑
pants, trainers, and programs. The first step of this process is to identify the baseline from which we can start.

Methods: First, using a modified nominal group technique, a task force of 34 panelists defined topics to clarify the 
why, how, what, when, and who for using simulation‑based summative assessment (SBSA). Second, each topic was 
explored by a group of panelists based on state‑of‑the‑art literature reviews technique with a snowball method to 
identify further references. Our goal was to identify current knowledge and potential recommendations for future 
directions. Results were cross‑checked among groups and reviewed by an independent expert committee.

Results: Seven topics were selected by the task force: “What can be assessed in simulation?”, “Assessment tools for 
SBSA”, “Consequences of undergoing the SBSA process”, “Scenarios for SBSA”, “Debriefing, video, and research for 
SBSA”, “Trainers for SBSA”, and “Implementation of SBSA in healthcare”. Together, these seven explorations provide an 
overview of what is known and can be done with relative certainty, and what is unknown and probably needs further 
investigation. Based on this work, we highlighted the trustworthiness of different summative assessment‑related con‑
clusions, the remaining important problems and questions, and their consequences for participants and institutions 
of how SBSA is conducted.

Conclusion: Our results identified among the seven topics one area with robust evidence in the literature (“What can 
be assessed in simulation?”), three areas with evidence that require guidance by expert opinion (“Assessment tools for 
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SBSA”, “Scenarios for SBSA”, “Implementation of SBSA in healthcare”), and three areas with weak or emerging evidence 
(“Consequences of undergoing the SBSA process”, “Debriefing for SBSA”, “Trainers for SBSA”). Using SBSA holds much 
promise, with increasing demand for this application. Due to the important stakes involved, it must be rigorously con‑
ducted and supervised. Guidelines for good practice should be formalized to help with conduct and implementation. 
We believe this baseline can direct future investigation and the development of guidelines.

Keywords: Medical education, Summative, Assessment, Simulation, Education, Competency‑based education

Background
There is a critical need for summative assessment in 
healthcare education [1]. Summative assessment is high 
stakes, both for graduation certification and for recerti-
fication in continuing medical education [2–5]. Knowing 
the consequences, the decision to validate or not validate 
the competencies must be reliable, based on rigorous 
processes, and supported by data [6]. Current methods 
of summative assessment such as written or oral exams 
are imperfect and need to be improved to better benefit 
programs, learners, and ultimately patients [7]. A good 
summative assessment should sufficiently reflect clinical 
practice to provide a meaningful assessment of compe-
tencies [1, 8]. While some could argue that oral exams 
are a form of verbal simulation, hands-on simulation can 
be seen as a solution to complement current summa-
tive assessments and enhance their accuracy by bringing 
these tools closer to assessing the necessary competen-
cies [1, 2].

Simulation is now well established in the healthcare 
curriculum as part of a modern, comprehensive approach 
to medical education (e.g., competency-based medical 
education) [9–11]. Rich in various modalities, simula-
tion provides training in a wide range of technical and 
non-technical skills across all disciplines. Simulation 
adds value to the educational training process particu-
larly with feedback and formative assessment [9]. With 
the widespread use of simulation in the formative setting, 
the next logical step is using simulation for summative 
assessment.

The shift from formative to summative assessment 
using simulation in healthcare must be thoughtful, evi-
dence-based, and rigorous. Program directors and edu-
cators may find it challenging to move from formative 
to summative use of simulation. There are currently lim-
ited experiences (e.g., OSCE [12, 13]) but not established 
guidelines on how to proceed. The evidence needed 
for the feasibility, the validity, and the definition of the 
requirement for simulation-based summative assessment 
(SBSA) in healthcare education has not yet been formally 
gathered. With this evidence, we can hope to build a rig-
orous and fair pathway to SBSA.

The purpose of this work is to review current knowl-
edge for SBSA by clarifying the guidance on why, how, 

what, when, and who. We aim at identifying areas (i) with 
robust evidence in the literature, (ii) with evidence that 
requires guidance by expert opinion, and (iii) with weak 
or emerging evidence. This may serve as a basis for future 
research and guideline development for the safe and 
effective use of SBSA (Fig. 1).

Methods
First, we performed a modified Nominal Group Tech-
nique (NGT) to define the further questions to be 
explored in order to have the most comprehensive under-
standing of SBSA. We followed recommendations on 
NGT for conducting and reporting this research [14]. 
Second, we conducted state-of-the-art literature reviews 
to assess the current knowledge on the questions/top-
ics identified by the modified NGT. This work did not 
require Institutional Review Board involvement.

Context
A discussion on the use of SBSA was led by execu-
tive committee members of the Société Francophone de 
Simulation en Santé (SoFraSimS) in a plenary session 
and involved congress participants in May 2018 at the 
SoFraSimS annual meeting in Strasbourg, France. Key 
points addressed during this meeting were the growing 
interest in using SBSA, its informal uses, and its inclu-
sion in some formal healthcare curricula. The discus-
sion identified that these important topics lacked current 
guidelines. To reduce knowledge gaps, the SoFraSimS 
executive committee assigned one of its members (FL, 
one of the authors) to lead and act as a NGT facilita-
tor for a task force on SBSA. The task force’s mission 
was to map the current landscape of SBSA, the current 
knowledge and gaps; and potentially to identify experts’ 
recommendations.

Task force characteristics
The task force panelists were recruited among volunteer 
simulation healthcare trainers in French-speaking coun-
tries after a call for application by SoFraSimS in May 
2019. Recruiting criteria were a minimum of 5  years of 
experience in simulation and a direct involvement in 
simulation programs development or currently running. 
There were 34 (12 women and 22 men) from 3 countries 
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(Belgium, France, Switzerland) included. Twenty-three 
were physicians and 11 were nurses, while 12 total had 
academic positions. All were experienced trainers in 
simulation for more than 7  years and were involved or 
responsible for initial training or continuing education 
programs with simulation. The task force leader (FL) 
was responsible for recruiting panelists, organizing, and 
coordinating the modified NGT, synthesizing responses, 
and writing the final report. A facilitator (CB) assisted 
the task force leader with the modified NGT, the synthe-
sis of responses, and the writing of the final report. Both 
NGT facilitators (FL and CB) had more than 14 years of 
experience in simulation, had experience in research in 
simulation, and were responsive to simulation programs 
development and running.

First part: initial question and modified nominal group 
technique (NGT)
To answer the challenging question of “What do we 
need to know for a safe and effective SBSA practice?”, 
following the French Haute Autorité de Santé guidelines 
[15], we applied a modified nominal group technique 
(NGT) approach [16] between September and October 
2019. The goal of our modified NGT was to define the 
further questions to be explored to have the most com-
prehensive understanding of the current SBSA (Fig. 2). 
The modifications to NGT included interactions that 
were not in-person and were asynchronous for some. 
Those modifications were introduced as a result of the 

geographic dispersion of the panelists across multiple 
countries and the context of the COVID-19 pandemic.

The first two steps of the NGT (generation of ideas 
and round robin) facilitated by the task force leader 
(FL) were conducted online simultaneously and asyn-
chronously via email exchanges and online surveys 
over a 6-week period. For the initiation of the first step 
(generation of ideas), the task force leader (FL) sent 
an initial non-exhaustive literature review of 95 arti-
cles and proposed the initial following items for reflec-
tion: definition of assessment, educational principles 
of simulation, place of summative assessment and its 
implementation, assessment of technical and non-tech-
nical skills in initial training, continuing education, and 
interprofessional training. The task force leader (FL) 
asked the panelists to formulate topics or questions to 
propose for exploration in Part 2 based on their knowl-
edge and the literature provided Panelists indepen-
dently elaborated proposals and sent them back to the 
task force leader (FL) who regularly synthesized them 
and sent the status of the questions/topics to the whole 
task force while preserving the anonymity of the con-
tributors and asking them to check the accuracy of the 
synthesized elements (second step, as a “round robin”).

The third step of the NGT (clarification) was carried 
out during a 2-h video conference session. All panelists 
were able to discuss the proposed ideas, group the 
ideas into topics, and make the necessary clarifications. 
As a result of this step, 24 preliminary questions were 

Fig. 1 Study question and topic level of evidence
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defined for the fourth step (Supplemental Digital Con-
tent 1).

The fourth step of the NGT (vote) consisted of four dis-
tinct asynchronous and anonymous online vote rounds 
that led to a final set of topics with related sub-questions 
(Supplemental Digital content 2). Panelists were asked 
to vote to regroup, separate, keep, or discard questions/
topics. All vote rounds followed similar validation rules. 
We [NGT facilitators (FL and CB)] kept items (either 
questions or topics) with more than 70% approval rat-
ings by panelists. We reworded and resubmitted in the 
next round all items with 30–70% approval. We dis-
carded items with less than 30% approval. The task force 
discussed discrepancies and achieved final ratings with 
a complete agreement for all items. For each round, we 
sent reminders to reach a minimum participation rate of 
80% of the panelists. Then, we split the task force into 7 
groups, one for each of the 7 topics defined at the end of 
the vote (step 4).

Second part: literature review
From November 2019 to October 2020, the groups 
each identified existing literature containing the current 
knowledge, and potential recommendations on the topic 
they were to address. This identification was done based 
on a non-systematic review of the existing literature. To 
identify existing literature, the groups conducted state-
of-the-art reviews [17] and expanded their reviews with 

a snowballing literature review technique [18] based on 
the articles’ references. The selected literature search 
performed by each group was inserted into the task 
force’s common library on SBSA in healthcare as it was 
conducted.

For references, we searched electronic databases 
(MEDLINE), gray literature databases (including digi-
tal theses), simulation societies and centers’ websites, 
generic web searches (e.g., Google Scholar), and refer-
ence lists from articles. We selected publications related 
to simulation in healthcare with keywords “summative 
assessment,” “summative evaluation,” and also specific 
keywords related to topics. The search was iterative to 
seek all available data until saturation was achieved. 
Ninety-five references were initially provided to the task 
force by the NGT facilitator leader (FL). At the end of the 
work, the task force common library contained a total of 
261 references.

Techniques to enhance trustworthiness from primary 
reports to the final report
The groups’ primary reports were reviewed and critiqued 
by other groups. After group cross-reviewing, primary 
reports were compiled by NGT facilitators (FL and CB) 
in a single report. This report, responding to the 7 top-
ics, was drafted in December 2020 and submitted as a 
single report to an external review committee composed 
of 4 senior experts in education, training, and research 

Fig. 2 Study flowchart
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from 3 countries (Belgium, Canada, France) with at least 
15 years of experience in simulation. NGT facilitators (FL 
and CB) responded directly to reviewers when possible 
and sought assistance from the groups when necessary. 
The final version of the report was approved by the SoF-
raSimS executive committee in January 2021.

Results
First part: modified nominal group technique (NGT)
The first two steps of the NGT by their nature (genera-
tion of ideas and “round robin”) did not provide results. 
The third step (clarification phase), identified 24 pre-
liminary questions (Supplemental digital content 1) to 
be submitted to the fourth step (vote). The 4 rounds of 
voting (step 4) resulted in 7 topics with sub-questions 
(Supplemental Digital content 2): (1) “What can be 
assessed in simulation?” (2) “Assessment tools for SBSA,” 
(3) “Consequences of undergoing the SBSA process,” (4) 
“Simulation scenarios for SBSA,” (5) “Debriefing, video, 
research and SBSA strategies,” (6) Trainers for SBSA,” (7) 
“Implementation of SBSA in healthcare”. These 7 topics 
and their sub-questions were the starting point for the 
state-of-the-art literature reviews of each group for the 
second part.

Second part: literature review
For each of the 7 topics, the groups highlighted what 
appears to be validated in the literature, the remain-
ing important problems and questions, and their conse-
quences for participants and institutions of how SBSA is 
conducted. Results in this section present the major ideas 
and principles from the literature review, including their 
nuances where necessary.

What can be assessed in simulation?
Healthcare faculty and institutions must ensure that each 
graduate is practice ready. Readiness to practice implies 
mastering certain competencies, which is dependent on 
learning them appropriately. The competency approach 
involves explicit definitions of the acquired core compe-
tencies necessary to be a “good professional.” Professional 
competency could be defined as the ability of a profes-
sional to use judgment, knowledge, skills, and attitudes 
associated with their profession to solve complex prob-
lems [19–21]. Competency is a complex “knowing how to 
act” based on the effective mobilization and combination 
of a variety of internal and external resources in a range 
of situations [19]. Competency is not directly observable; 
it is the performance in a situation that can be observed 
[19]. Performance can vary depending on human factors 
such as stress, fatigue, etc.… During simulation, compe-
tencies can be assessed by observing “key” actions using 
assessment tools [22]. Simulation’s limitations must 

consider when defining the assessable competencies. Not 
all simulation methods are equivalent to assessing spe-
cific competencies [22].

Most healthcare competencies can be assessed with 
simulation, throughout at curriculum, if certain con-
ditions are met. First, the competency being assessed 
summatively must have already been assessed forma-
tively with simulation [23, 24]. Second, validated assess-
ment tools must be available to conduct this summative 
assessment [25, 26]. These tools must be reliable, objec-
tive, reproducible, acceptable, and practical [27–30]. The 
small number of currently validated tools limits the use 
of simulation for competency certification [31]. Third, it 
is not necessary or desirable to certify all competencies 
[32]. The situations chosen must be sufficiently frequent 
in the student’s future professional practice (or poten-
tially impactful for the patient) and must be hard or 
impossible to assess and validate in other circumstances 
(e.g., clinical internships) [2]. Fourth, simulation can be 
used for certification throughout the curriculum [33–35]. 
Finally, limitations for the use of simulation throughout 
the curriculum may be a lack of logistical resources [36]. 
Based on our findings in the literature, we have sum-
marized in Table  1 the educational consideration when 
implementing a SBSA.

Assessment tools for simulation‑based summative 
assessment
One of the challenges of assessing competency lies in 
the quality of the measurement tools [31]. A tool that 
allows the raters to collect data must also allow them to 
give meaning to their assessment, while securing that it is 
really measuring what it aims to [25, 37]. A tool must be 
valid and, capable of measuring the assessed competency 
with fidelity and, reliability while providing reproducible 
data [38]. Since a competency is not directly measurable, 
it will be analyzed on the basis of learning expectations, 
the most “concrete” and observable form of a compe-
tency [19]. Several authors have described definitions of 
the concept of validity and the steps to achieve it [38–41]. 
Despite different validation approaches, the objectives 
are similar: to ensure that the tool is valid, the scoring 
items reflect the assessed competency, and the contents 
are appropriated for the targeted learners and raters [20, 
39, 42, 43]. A tool should have psychometric characteris-
tics that allow users to be confident of its reproducibility, 
discriminatory nature, reliability, and external consist-
ency [44]. A way to ensure that a tool has acceptable 
validity is to compare it to existing and validated tools 
that assess the same skills for the same learners. Finally, 
it is important to consider the consequences of the test to 
determine whether it best discriminates competent stu-
dents from others [38, 43].
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Like a diagnostic score, a relevant assessment tool must 
be specific [30, 39, 41]. It is not good or bad, but valid 
through a rigorous validation process [39, 41, 42]. This 
validation process determines whether the tool measures 
what it is supposed to measure and whether this meas-
urement is reproducible at different times (test–retest) 
or with 2 observers simultaneously. It also determines if 
the tool results are correlated with another measure of 
the same ability or competency and if the consequences 
of the tool results are related to the learners’ actual com-
petency [38].

Following Messick’s framework, which aimed to gather 
different sources of validity in one global concept (uni-
fied validity), Downing describes five sources of validity, 
which must be assessed with the validation process [38, 
45, 46]. Table  2 presents an illustration of the develop-
ment used in SBSA according to the unified validity 

framework for a technical task [38, 45, 46]. An alternative 
framework using three sources of validity for teamwork’s 
non-technical skills are presented in Table 3.

A tool is validated in a language. Theoretically, this tool 
can only be used in this language, given the nuances pre-
sent with interpretation [49]. In certain circumstances, a 
“translated” tool, but not a “translated and validated in a 
specific language” tool, can lead to semantic biases that 
can affect the meaning of the content and its represen-
tation [49–55]. For each assessment sequence, validity 
criteria consist of using different tools in different assess-
ment situations and integrating them into a comprehen-
sive program which considers all aspects of competency. 
The rating made with a validated tool for one situation 
must be combined with other assessment situations, 
since there is no “ideal” tool [28, 56] A given tool can 
be used with different professions or with participants 

Table 2 Example of the development of a tool to assess technical skill achievement in a simulated situation, based on work by Oriot 
et al., Downing, and Messick’s framework [38, 46, 47]

Source of validity Method Judgment criteria Results

content 1. Description of the checklist develop‑
ment by 2 experts
2. Review by 2 outside experts
3. Definitive Checklist

Relevance of items
Adapted illustration of the skill
Conditions of skill achievement

Obtaining a list of 12 items (after the initial 
proposal of 20 items)

Response process Pilot study, search for error sources
Adapting items
Defining units of measurement

Interrater reproducibility
Item content (redundant, inaccurate)
Controlling the sources of measurement 
errors
Weighing items

Fusion/removal of redundant items
Minutes, degrees, centimeters
justification

Internal structure Internal coherence
Reproducibility
Discrimination of learners

Cronbach Alpha Coefficient,
interrater: Cohen Kappa, ICC

Cronbach result
Correlation between 2 raters

Comparison with 
other variables

Score vs success or failure of the proce‑
dure
Score vs theoretical assessment
Score vs previous experience/level of 
expertise

Correlation between procedure success 
or theoretical assessment and score with 
the tool

Time for success, score for success and 
rating

Consequences Minimum passing score Pass‑fail score with procedure success 14/20

Table 3 Example of the development of an assessment tool for the observation of teamwork in simulation [48]

Source of validity Method Judgment criteria Results

Content 1. Description of the Clinical Team-
work Scale (CRM scale) Develop‑
ment

Literature review
Scale already used in another field (aeronaut‑
ics)

15 items
5 categories
1 overall skill score

Response process 1. Relevance of items
2. weighting items
3. Raters’ training (moderate)

1. Precise description of each item
2. Quantitative criteria
3. Qualitative criteria
4. CRM principles

1. Ratings aid table
2. 0 to 10 or 0/1
Descriptive levels: not relevant/unacceptable/
poor/average/good/perfect

Internal structure 1. Built‑in validity
2. Scale usability
3. Reproducibility

1. Distribution of scores from the preset level
2. Number of items filled in full
3. interrater concordance, the correlation 
between overall score and categories (Kappa, 
Kendall, Pearsons, ICC)
4. Variance of each category

1. Score tailored to each level
2. Easy‑to‑use scale (little loss of information)
3. correlation between raters
4. Variation in scores between scenarios 
sources of error
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at different levels of expertise or in different languages 
if it is validated for these situations [57, 58]. In a sum-
mative context, a tool must have demonstrated a high-
level of validity to be used because of the high stake for 
the participants [56]. Finally, the use or creation of an 
assessment tool requires trainers to question its various 
aspects, from how it was created to its reproducibility 
and the meaning of the results generated [59, 60].

Two types of assessment tools should be distinguished: 
tools that can be adapted to different situations and tools 
that are specific to a situation [61]. Thus, technical skills 
may have a dedicated assessment tool (e.g., intraosseous) 
[47] or an assessment grid generated from a list of pre-
established and validated items (e.g., TAPAS scale) [62]. 
Non-technical skills can be observed using scales that are 
not situation-specific (e.g., ANTS, NOTECHS) [63, 64] 
or that are situation-specific (e.g., TEAM scale for resus-
citation) [57, 65]. Assessment tools should be provided 
to participants and should be included in the scenario 
framework, at least as a reference [66–69]. In the sum-
mative assessment of a procedure, structured assessment 
tools should probably be used, using a structured objec-
tive assessment form for technical skills [70]. The use of a 
scale, in the context of the assessment of a technical ges-
ture, seems essential. As with other tools, any scale must 
be validated beforehand [47, 70–72].

Consequences of undergoing the simulation‑based 
summative assessment process
Summative assessment has two notable consequences on 
learning strategies. First, it may drive the learner’s behav-
ior during the assessment, while it is essential to assess 
the competencies targeted, not the ability of the par-
ticipant to adapt to the assessment tool [6]. Second, the 
pedagogy key concept of “pedagogical alignment” must 
be respected [23, 73]. It means that assessment meth-
ods must be coherent with the pedagogical activities and 
objectives. For this to happen, participants must have 
formative simulation training focusing on the assessed 
competencies prior to the SBSA [24].

Participants have been reported as experiencing com-
monly mild (e.g., appearing slightly upset, distracted, 
teary-eyed, quiet, or resistant to participating in the 
debriefing) or moderate (e.g., crying, making loud, and 
frustrated comments) psychological events in the simu-
lation [74]. While voluntary recruitment for formative 
simulation is commonplace, all students are required to 
take summative assessments in training. This required 
participation in high-stake assessment may have a more 
consequential psychological impact [26, 75]. This impact 
can be modulated by training and assessment conditions 
[75]. First, the repetition of formative simulations reduces 
the psychological impact of SBSA on participants [76]. 

Second, the transparency on the objectives and methods 
of assessment limits detrimental psychological impact 
[77, 78]. Finally, detrimental psychological impacts are 
increased by abnormally high physiological or emotional 
stress such as fatigue, and stressful events in the 36 h pre-
ceding the assessment, such that students with a history 
of post-traumatic stress disorder or psychological disor-
der may be strongly and negatively impacted by the simu-
lation [76, 79–81].

It is necessary to optimize SBSA implementation to 
limit its pedagogical and psychological negative impacts. 
Ideally, during the summative assessment, it has been 
proposed to take into account the formative assessment 
that has already been carried out [1, 20, 21]. Similarly in 
continuing education, the professional context of the per-
son assessed should be considered. In the event of failure, 
it will be necessary to ensure sympathetic feedback and 
to propose a new assessment if necessary [21].

Scenarios for simulation‑based summative assessment
Some authors argue that there are differences between 
summative and formative assessment scenarios [76, 79–
81]. The development of a SBSA scenario begins with 
the choice of a theme, which is most often agreed upon 
by experts at the local level [66]. The themes are most 
often chosen based on the participants’ competencies to 
be assessed and included in the competencies require-
ment for the initial [82] and continuing education [35, 
83]. A literature review even suggests the need to choose 
themes covering all the competences to be assessed [41]. 
These choices of themes and objectives also depend on 
the simulation tools technically available: “The themes 
were chosen if and only if the simulation tools were capa-
ble of reproducing “a realistic simulation” of the case.” 
[84].

The main quality criterion for SBSA is that the cases 
selected and developed are guided by the assessment 
objectives [85]. It is necessary to be clear about the 
assessment objectives of each scenario to select the right 
assessment tool [86]. Scenarios should meet four main 
principles: predictability, programmability, standardiz-
ability, and reproducibility [25]. Scenario writing should 
include a specific script, cues, timing, and events to 
practice and assess the targeted competencies [87]. The 
implementation of variable scenarios remains a challenge 
[88]. Indeed, most authors develop only one scenario per 
topic and skill to be assessed [85]. There are no recom-
mendations for setting a predictable duration for a sce-
nario [89]. Based on our findings we suggest some key 
elements for structuring a SBSA scenario in Table 4. For 
technical skill assessment, scenarios will be short and the 
assessment is based on an analytical score [82, 89]. For 
non-technical skill assessment, scenarios will be longer 
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and the assessment based on analytical and holistic 
scores [82, 89].

Debriefing, video, and research for simulation‑based 
summative assessment
Studies have shown that debriefings are essential in 
formative assessment [90, 91]. No such studies are avail-
able for summative assessment. Good practice requires 
debriefing in both formative and summative simulation-
based assessments [92, 93]. In SBSA, debriefing is often 
brief feedback given at the end of the simulation session, 
in groups [85, 94, 95], or individually [83]. Debriefing can 
also be done later with a trainer and help of video, or via 
written reports [96]. These debriefings make it possible to 
assess clinical skills for summative assessment purposes 
[97]. Some tools have been developed to facilitate this 
assessment of clinical reasoning [97].

Video can be used for four purposes: session prepara-
tion, simulation improvement, debriefing, and rating 

(Table  5) [95, 98]. In SBSA sessions, video can be used 
during the prebriefing to provide participants with stand-
ardized and reproducible information [99]. A video can 
increase the realism of the situation during the simula-
tion with ultrasound loops and laparoscopy footage. 
Simulation records can be reviewed either for debriefing 
or rating purposes [34, 71, 100, 101]. A video is very use-
ful for the training raters (e.g., for calibration and recali-
bration) [102]. It enables raters to rate the participants’ 
performance offline and to have an external review if 
necessary [34, 71, 101]. Despite the technical difficulties 
to be considered [42, 103], it can be expected that video-
based automated scoring assistance will facilitate assess-
ments in the future.

The constraints associated with the use of video rely on 
the participants’ agreement, the compliance with local 
rules, and that the structure in charge of the assessment 
with video secures the protection of the rights of individ-
uals and data safety, both at a national and at the higher 
(e.g., European GDPR) level [104, 105].

In Table 5, we list the main uses of video during simula-
tion sessions found in the literature.

Research in SBSA can focus, as in formative assess-
ment, on the optimization of simulation processes (pro-
grams, structures, human resources). Research can also 
explore the development and validation of summa-
tive assessment tools, the automation and assistance of 
assessment resources, and the pedagogical and clinical 
consequences of SBSA.

Trainers for simulation‑based summative assessment
Trainers for SBSA probably need specific skills because 
of the high number of potential errors or biases in SBSA, 
despite the quest for objectivity (Table 6) [106]. The dif-
ficulty in ensuring objectivity is likely the reason why the 
use of self or peer assessment in the context of SBSA is 
not well documented and the literature does not yet sup-
port it [59, 60, 107, 108].

SBSA requires the development of specific scenar-
ios, staged in a reproducible way, and the mastery of 

Table 4 Key element structuring a summative assessment 
scenario

Elements Recommendations

Duration 10 to 15 min
Short for technical skills
Longer for non‑technical skills

Objectives Accurate list of competencies and skills to be assessed

Essential items Initial assessment
Diagnostic strategy
Situation management
Orientation strategy

Script Computerized (programed if possible)

Rating scale Checklist, Global Rating Scale
Scale (20 to 30 items)
Analytic score for technical skills
Analytic and holistic (e.g., ANTS) for non‑technical skills

Validation Pilot sessions (scenario testing and rater training)
1 or 2 cases per student during scenario testing

Assessment Video rating
Cohen’s Kappa test for differences between raters
Student’s t test for the ability to discriminate between 
students

Table 5 Uses of video for simulation‑based formative and summative assessment

Formative assessment Summative assessment

Prebriefing Participant information

Simulation Increased scenario realism (e.g., coelioscopy video)

Watching by observers

Immediate visualization after 
simulation

Self‑assessment No self‑assessment (in the literature)

Debriefing by trainers (selected sequences)

Delayed visualization Learning teamwork or skills for a formative purpose Deferred debriefing
Rater training (calibration and recalibration)
Administrative evidence
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assessment tools to avoid assessment bias [111–114]. Ful-
filling those requirements calls for specific abilities to fit 
with the different roles of the trainer. These different roles 
of trainers would require specific initial and ongoing 
training tailored to their tasks [111, 113]. In the future, 
concepts of the roles and tasks of these trainers should 
be integrated into any “training of trainers” in simulation.

Implementation of simulation‑based summative assessment 
in healthcare
The use of SBSA has been described by Harden in 1975 
with Objective and Structured Clinical Examination 
(OSCE) tests for medical students [115]. The summa-
tive use of simulation has been introduced in different 
ways depending on the professional field and the coun-
try [116]. There is more literature on certification at the 
undergraduate and graduate levels than on recertification 
at the postgraduate level. The use of SBSA in re-certifica-
tion is currently more limited [83, 117]. Participation is 
often mandated, and it does not provide a formal assess-
ment of competency [83]. Some countries are defin-
ing processes for the maintenance of certification in 
which simulation is likely to play a role (e.g., in the USA 
[118] and France [116]). Recommendations regarding 
the development of SBSA for OSCE were issued by the 
AMEE (Association for Medical Education in Europe) in 
2013 [12, 119]. Combined with other recommendations 
that address the organization of examinations on other 
immersive simulation modalities, in particular, full-scale 
sessions using complex mannequins [22, 85], they give us 
a solid foundation for the implementation of SBSA.

The overall process to ensure a high-quality examina-
tion by simulation is therefore defined but particularly 
demanding. It mobilizes many material and human 
resources (administrative staff, trainers, standardized 
patients, and healthcare professionals) and requires a 
long development time (several months to years depend-
ing on the stakes) [36]. We believe that the steps to over-
come during the implementation of SBSA range from 
setting up a coordination team, to supervising the writ-
ers, the raters, and the standardized patients, as well as 
taking into account the logistical and practical pitfalls.

The development of a competency framework valid 
for an entire curriculum (e.g., medical studies) satisfies 
a fundamental need [7, 120]. This development allows 
identifying competencies to be assessed with simulation, 
those to be assessed by other methods, and those requir-
ing triangulation by several assessment methods. This 
identification then guides scenarios’ writing and exami-
nation’s development with good content validity. Sce-
narios and examinations will form a bank of reproducible 
assessment exercises. The examination quality process, 
including psychometric analyses, is part of the develop-
ment process from the beginning [85].

We have summarized in Table 7 the different steps in 
the implementation of SBSA.

Recertification Recertification programs for various 
healthcare domains are currently being implemented or 
planned in many countries (e.g., in the USA [118] and 
France [116]). This is a continuation of the movement 
to promote the maintenance of competencies. Examples 
can be cited in France with the creation of an agency for 
continuing professional development or in the USA with 
the Maintenance Of Certification [83, 126]. The certifica-
tion of health care facilities and even teams is also being 
studied [116]. Simulation is regularly integrated into 
these processes (e.g., in the USA [118] and France [116]). 
Although we found some commonalities basis between 
the certification and recertification processes, there are 
many differences (Table 8).

Currently, when simulation-based training is manda-
tory (e.g., within the American Board of Anesthesiol-
ogy’s “Maintenance Of Certification in Anesthesiology,” 
or MOCA 2.0® in the US), it is most often a formative 
process [34, 83]. SBSA has a place in the recertification 
process, but there are many pitfalls to avoid. In the short 
term, we believe that it will be easier to incorporate form-
ative sessions as a first step. The current consensus seems 
to be that there should be no pass/fail recertification sim-
ulation without personalized global professional support, 

Table 6 Potential errors, effects, and bias in simulation‑based summative assessment [109, 110]

Type of error Error description

Error of homogenization Tendency to rate neither too good or too bad, making discrimination more difficult

Halo effect Tendency to see everything right or wrong in the same performance

Time effect Bias related to observations of early or late good or bad performance during sessions

Bias of “clemency” Willingness not to give bad grades

Repository error Judgment based on what the rater would have done and not on the assessment tool

Group effect Evaluation based on the team’s performance rather than the participant’s performance
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but which is not limited to a binary aptitude/inaptitude 
approach [21, 116].

Discussion
Many important issues and questions remain regarding 
the field of SBSA. This discussion will return to our iden-
tified 7 topics and highlight these points, their implica-
tions for the future, and some possible leads for future 
research and guidelines development for the safe and 
effective use of this tool in SBSA.

What can be assessed in simulation?
SBSA is currently mainly used in initial training in uni-
professional and individual settings via standardized 
patients or task trainers (OSCE) [12, 13]. In the future, 
SBSA will also be used in continuing education for pro-
fessionals who will be assessed throughout their career 
(re-certification) as well as in interprofessional settings 
[83]. When certifying competencies, it is important to 
keep in mind the differences between the desired com-
petencies and the observed performances [128]. Indeed, 
it must be that “what is a competency” is specifically 
defined [6, 19, 21]. Competencies are what we wish to 
evaluate during the summative assessment to validate 

Table 7 Implementation of simulation‑based summative assessment step by step

Items Goals Modalities

Team Identify the training staff Structure coordination
Size the team: skills, time available, stability (project over 
several months/years)

Competencies repository Create the competencies repository to be assessed Expert panels
Define the number and type of examination needed
Must be known to students

Curriculum integrate summative assessment in the curriculum Pedagogical alignment: summative part drives the forma‑
tive part of the curriculum
No summative assessment without pre‑simulation expo‑
sure
Intermediate summative assessment could be useful [121]

Examination Define summative assessment modalities through 
simulation

Length and number of scenarios stations [122, 123]
The higher the fidelity of the examination, the harder is it 
to set it up, the lower the feasibility

Scenarios Develop a bank of scenarios and rating grids [124] Choose the editors for the scenarios
Write the scenarios
Scenarios’ peer‑review and test
Establish/choose assessment tools (Checklist or global 
scale)
Set the minimum passing score
The themes of the bank’s scenarios cover the competen‑
cies of the repository

Training raters Limit rating variations for a given performance Choice of raters
Raters’ Training Workshop

Standardized Patients Develop a standardized patient pool Recruitment, selection, training, and standardization [125]

D‑Day How the examination take place Logistics: e.g., dates, rooms, standardized patients, rights of 
personal portrayal, GDPR
Participants’ path, breaks
Materials to supply, to be brought by students (e.g., 
stethoscope)
Examination‑adapted briefings
Problems to anticipate: e.g., maintenance of standardiza‑
tion, failure or breakage of equipment, backup paper sup‑
ports, dedicated staff for support to stressed participants,

immediately after examination Finalize the examination Collect and check assessment grids for early detection of 
inconsistencies, rating oversights, missing data
Management of participants’ complaints and plea

Quality process Prepare future examination Identify potential changes to do to some scenarios
Removal of inappropriate scenarios: e.g., too long, mislead‑
ing, source of rating inconsistency,
Changes to standardized patients’ training
Changes in raters’ training
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or revalidate a professional for his/her practice. Perfor-
mance is what can be observed during an assessment [20, 
21]. In this context, we consider three unresolved issues. 
The first issue is that an assessment only gives access to 
a performance at a given moment (“Performance is a 
snapshot of a competency”), whereas one would like to 
assess a competency more generally [128]. The second 
issue is: How does an observed performance—especially 
in simulation—reveal a real competency in real life? 
[129] In other words, does the success or failure of a sin-
gle SBSA really reflect actual real-life competency? [130] 
The third issue is the assessment of a team performance/
competency [131–133]. Until now, SBSA has come from 
the academic field and has been an individual assessment 
(e.g., OSCE). Future SBSA could involve teams, driven by 
governing bodies, institutions, or insurances [134, 135]. 
The competency of a team is not the sum of the compe-
tencies of the individuals who compose it. How can we 
proceed to assess teams as a specific entity, both com-
posed of individuals and independent of them? To make 
progress in answering these three issues, we believe it 
is probably necessary to consider the approximation 
between observed and assessed performance and compe-
tency as acceptable, but only by specifying the scope of 
validity. Research in these areas is needed to define it and 
answer these questions.

The consequence of undergoing SBSA has focused on 
the psychological aspect and have set aside the more 
usual consequences such as achieving (or not) the mini-
mum passing score. Future research should embrace 
more global SBSA consequence field, including how reli-
able SBSA is at determining how someone is competent.

Assessment tools for simulation-based summative 
assessment
Rigor and method in the development and selection 
of assessment tools are paramount to the quality of 
the summative assessment [136]. The literature shows 
that is necessary that assessment tools be specific to 
their intended use that their intrinsic characteristics be 
described and that they be validated [38, 40, 41, 137]. 
These specific characteristics must be respected to 
avoid two common issues [1, 6]. The first issue is that of 
a poorly designed or constructed assessment tool. This 
tool can only give poor assessments because it will be 
unable to capture performance correctly and therefore 
to approach the skill to be assessed in a satisfactory way 
[56]. The second issue is related to poor or incomplete 
tool evaluation or inadequate tool selection. If the tool 
is poorly evaluated, its quality is unknown [56]. The 
scope of the assessment that is done with it is limited by 
the imprecision of the tool’s quality. If the tool is poorly 
selected, it will not accurately capture the performance 
being assessed. Again, summative assessment will be 
compromised. It is currently difficult to find tools that 
meet all the required quality and validation criteria 
[56]. On the one hand, this requires complex and rig-
orous work; on the other hand, the potential number 
of tools required is large. Thus, the overall volume of 
work to rigorously produce assessment tools is sub-
stantial. However, the literature provides the charac-
teristics of validity (content, response process, internal 
structure, comparison with other variables, and con-
sequences), and the process of developing qualitative 
and reliable assessment tools [38–41, 45]. It therefore 

Table 8 Commonalities and discrepancies between certification and recertification

Items Commonalities Discrepancies

Modalities Multimodal process (course, simulation, etc.) [34, 83, 92]
Field follow‑up opportunities [35]

Low percentage of existing recertification [34, 83]
Level of acceptability and feasibility of recertification
Level of recertification: pursuing individual certification or switching 
with team recertification

Organization bodies Accredited centers
(functional specification) [34, 83]
Same rigor in setting up

Can institutions (universities, schools) in charge of certification, provide 
recertification? 

Objectives Targeted level of competency Difficulties in the efficient selection of competencies to be assessed 
with recertification:
•Multiple constraints (time/means)
•Communication/teamwork, performance gaps, frequent adverse 
events?
Scenarios and assessment tools adapted for learning objectives [127]

Consequences Possible failure of certification or recertification The impact of a failure to recertification is major for a professional
Mandatory discretion of the recertification process
Opportunity for screening of professionals in difficulty (burn out…) [92, 
116]

Funding Funding difficulties Many options of financing in recertification (state, professional insur‑
ance, etc.)
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seems important to systematize the use of these guide-
lines for the selection, development, and validation of 
assessment tools [137]. Work in this area is needed and 
network collaboration could be a solution to move for-
ward more quickly toward a bank of valid and validated 
assessment tools [39].

Consequences of undergoing the simulation-based 
summative assessment process
We had focused our discussion on the consequences of 
SBSA excluding the determining of the competencies and 
passing rates. Establishing and maintaining psychological 
safety is mandatory in simulation [138]. Considering the 
psychological and physiological consequences of SBSA 
is fundamental to control and limit negative impacts. 
Summative assessment has consequences for both the 
participants and the trainers [139]. These consequences 
are often ignored or underestimated. However, these 
consequences can have an impact on the conduct or 
results of the summative assessment. The consequences 
can be positive or negative. The “testing effect” can have 
a positive impact on long-term memory [139]. On the 
other hand, negative psychological (e.g., stress or post-
traumatic stress disease), and physiological (e.g., sleep) 
consequences can occur or degrade a fragile state [139, 
140]. These negative consequences can lead to ques-
tioning the tools used and the assessments made. These 
consequences must therefore be logically considered 
when designing and conducting the SBSA. We believe 
that strategies to mitigate their impact must be put in 
place. The trainers and the participants must be aware 
of these difficulties to better anticipate them. It is a real 
duality for the trainer: he/she has to carry out the assess-
ment in order to determine a mark and at the same time 
guarantee the psychological safety of the participants. It 
seems fundamental to us that trainers master all aspects 
of SBSA as well as the concept of the safe container [138] 
to maximize the chances of a good experience for all. 
We believe that ensuring a fluid pedagogical continuum, 
from training to (re)certification in both initial and con-
tinuing education using modern pedagogical techniques 
(e.g., mastery learning, rapid cycle deliberate practice) 
[141–144] could help maximize the psychological and 
physiological safety of participants.

Scenarios for simulation-based summative assessment
The structure and use of scenarios in a summative setting 
are unique and therefore require specific development 
and skills [83, 88]. SBSA scenarios differ from formative 
assessment scenarios by the different educational objec-
tives that guide their development. Summative scenar-
ios are designed to assess a skill through observation of 
performance, while formative scenarios are designed to 

learn and progress in mastering this same skill. Although 
there may be a continuum between the two, they remain 
distinct. SBSA scenarios must be predictable, program-
mable, standardizable, and reproductible [25] to ensure 
fairly assessed performances among participants. This 
is even more crucial when standardized patients are 
involved (e.g., OSCE) [119, 145]. In this case, a specific 
script with expectations and training is needed for the 
standardized patient. The problem is that currently there 
are many formative scenarios but few summative sce-
narios. The rigor and expertise required to develop them 
is time-consuming and requires expert trainer resources. 
We believe that a goal should be to homogenize the sce-
narios, along with preparing the human resources who 
will implement them (trainers and standardized patients) 
and their application. We believe one solution would 
be to develop a methodology for converting forma-
tive scenarios into summative ones in order to create a 
structuring model for summative scenarios. This would 
reinvest the time and expertise already used for develop-
ing = formative scenarios.

Debriefing for simulation-based summative assessment
The place of debriefing in SBSA is currently undefined 
and raises important questions that need exploration 
[77, 90, 146–148]. Debriefing for formative assessment 
promotes knowledge retention and helps to anchor good 
behaviors while correcting less ideal ones [149–151]. In 
general, taking an exam promotes learning of the topic 
[139, 152]. Formative assessment without a debriefing 
has been shown to be detrimental, so it is reasonable to 
assume that the same is true in summative assessment 
[91]. The ideal modalities for debriefing in SBSA are cur-
rently unknown [77, 90, 146–148]. Integrating debriefing 
into SBSA raises a number of organizational, pedagogi-
cal, cognitive, and ethical issues that need to be clari-
fied. From an organizational perspective, we consider 
that debriefing is time and human resource-consuming. 
The extent of the organizational impact varies according 
to whether the feedback is automatized, standardized, 
personalized, and collective or individual. From an edu-
cational perspective, debriefing ensures pedagogical con-
tinuity and continued learning. We believe this notion is 
nuanced, depending on whether the debriefing is inte-
grated into the summative assessment or instead follows 
the assessment while focusing on formative assessment 
elements. We believe that if the debriefing is part of the 
SBSA, it is no longer a “teaching moment.” This must 
be factored into the instructional strategy. How should 
the trainer prioritize debriefing points between those 
established in advance for the summative assessment 
and those that would emerge from any individuals’ per-
formance? From a cognitive perspective, whether the 
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debriefing is integrated into the summative assessment 
may alter the interactions between the trainer and the 
participants. We believe that if the debriefing is inte-
grated into the SBSA, the participant will sometimes be 
faced with the cognitive dilemma of whether to express 
his/her “true” opinions or instead attempt to provide the 
expected answers. The trainer then becomes uncertain 
of what he/she is actually assessing. Finally, from an ethi-
cal perspective, in the case of a mediocre or substand-
ard clinical performance, there is a question of how the 
trainer resolves discrepancies between observed behavior 
and what the participant reveals during the debriefing. 
What weight should be given to the simulation and to the 
debriefing for the final rating? We believe there is prob-
ably no single solution to how and when the debriefing 
is conducted during a summative assessment but rather 
promote the idea of adapting debriefing approaches 
(e.g., group or individualized debriefing) to various con-
ditions (e.g., success or failure in the summative assess-
ment). These questions need to be explored to provide 
answers as to how debriefing should be ideally conducted 
in SBSA. We believe a balance must be found that is 
ethically and pedagogically satisfactory, does not induce 
a cognitive dilemma for the trainer, and is practically 
manageable.

Trainers for simulation-based summative assessment
The skills and training of trainers required for SBSA are 
crucial and must be defined [136, 153]. We consider 
that skills and training for SBSA closely mirror skills 
and training needed for formative assessment in simu-
lation. This continuity is part of the pedagogical align-
ment. These different steps have common characteristics 
(e.g., rules in simulation, scenario flow) and specific ones 
(e.g., using assessment tools, validating competence). To 
ensure pedagogical continuity, the trainers who super-
vise these courses must be trained in and be masterful in 
simulation, adhering to pedagogical theories. We believe 
training for SBSA represents new skills and a poten-
tially greater cognitive load for the trainers. It is neces-
sary to provide solutions to both of these issues. For the 
new skills of trainers, we consider it necessary to adapt 
or complete the training of trainers by integrating knowl-
edge and skills needed for properly conducting SBSA: 
good assessment practices, assessment bias mitigation, 
rater calibration, mastery of assessment tools, etc. [154]. 
To optimize the cognitive load induced by the tasks and 
challenges of SBSA, we suggest that it could be helpful 
to divide the tasks between the different trainers’ roles. 
We believe that conducting a SBSA therefore requires 
three types of trainers whose training is adapted to their 
specific role. First, three are the trainer-designers who 
are responsible for designing the assessment situation, 

selecting the assessment tool(s), training the trainer-
rater(s), and supervising the SBSA sessions. Second, 
there should be the trainer-operators responsible for run-
ning the simulation conditions that support the assess-
ment. Third, there are the trainer-raters who conduct the 
assessment using the assessment tool(s) selected by the 
trainer-designer(s) for which these trainer-raters have 
been specifically trained. The high-stake nature of SBSA 
requires a high level of rigor and professionalism from 
the three levels of trainers, which implies they have a 
working definition of the skills and the necessary training 
to be up to the task.

Implementing simulation-based summative assessment 
in healthcare
Implementing SBSA is delicate, requires rigor, respect 
for each step, and must be evidence-based. While 
OSCEs are simulation-based, simulation is not limited 
to OSCEs. Summative assessment with OSCEs has been 
used and studied for many years [12, 13]. This literature 
is therefore a valuable source for learning lessons about 
summative assessment applied to simulation as a whole 
[22, 85, 155]. Knowledge from OSCE summative assess-
ment needs to be supplemented so that simulation can 
perform summative assessment according to good evi-
dence-based practices. Given the high stakes of SBSA, we 
believe it necessary to rigorously and methodically adapt 
what is already validated during implementation (e.g., 
scenarios, tools) and to proceed with caution for what 
has not yet been validated. As described above, many 
steps and prerequisites are necessary for optimal imple-
mentation, including (but not limited to) identifying 
objectives; identifying and validating assessment tools; 
preparing simulations scenarios, trainers, and raters; and 
planning a global strategy beginning from integrating the 
summative assessment in the curriculum to the manag-
ing the consequences of this assessment. SBSA must be 
conducted within a strict framework for its own sake and 
that of the people involved. Poor implementation would 
be detrimental to all participants, trainers, and the prac-
tice SBSA. This risk is greater for recertification than for 
certification [156], while initial training is able to accom-
modate SBSA easily because it is familiar (e.g., train-
ees engage in OSCEs at some point in their education), 
including SBSA in recertifying practicing professionals is 
not as obvious and may be context-dependent [157]. We 
understand that the consequences of failed recertification 
are potentially more impactful, both psychologically and 
for professional practice. We believe that solutions must 
be developed, tested, and validated that both fill gaps and 
preserve professionals and patients. Implementing SBSA 
therefore must be progressive, rigorous, and evidence-
based to be accepted and successful [158].
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Limitations
This work has some limitations that should be empha-
sized. First, this work covers only a limited number of 
issues related to SBSA. The entire topic is possibly not 
covered and we may not have explored other questions 
of interest. Nevertheless, the NGT methodology allowed 
this work to focus on those issues that were most relevant 
and challenging to the panel. Second, the literature review 
method (state-of-the-art literature reviews expanded 
with a snowball technique) does not guarantee exhaus-
tiveness, and publications on the topic may have escaped 
the screening phase. However, it is likely that we have 
identified key articles focused on the questions explored. 
Potentially unidentified articles would therefore either 
not be important to the topic or would address ques-
tions not selected by the NGT. Third, this work was done 
by a French-speaking group, and a Francophone-specific 
approach to simulation, although not described to our 
knowledge, cannot be ruled out. This risk is reduced by 
the fact that the work is based on international literature 
from different specialties in different countries and that 
the panelists and reviewers were from different countries. 
Fourth, the analysis and discussion of the consequences of 
SBSA were focused on psychological consequences. This 
does not cover the full range of consequences including 
the impact on subsequent curricula or career pathways. 
Data in the literature exist on the subject and probably 
deserve a specific body of work. Despite these limitations, 
however, we believe this work is valuable because it raises 
questions and offers some leads toward solutions.

Conclusions
The use of SBSA is very promising with a growing demand 
for its application. Indeed, SBSA is a logical extension of 
simulation-based formative assessment and competency-
based medical education development. It is probably wise 
to anticipate and plan for approaches to SBSA, as many 
important moving parts, questions, and consequences are 
emerging. Clearly identifying these elements and their 
interactions will aid in developing reliable, accurate, and 
reproducible models. All this requires a meticulous and 
rigorous approach to preparation commensurate with 
the challenges of certifying or recertifying the skills of 
healthcare professionals. We have explored the current 
knowledge on SBSA and have now shared an initial map-
ping of the topic. Among the seven topics investigate, we 
have identified (i) areas with robust evidence (what can 
be assessed with simulation?); (ii) areas with limited evi-
dence that can be assisted by expert opinion and research 
(assessment tools, scenarios, and implementation); and 
(iii) areas with weak or emerging evidence requiring 
guidance by expert opinion and research (consequences, 

debriefing, and trainers) (Fig. 1). We modestly hope that 
this work can help reflection on SBSA for future investiga-
tions and can drive guideline development for SBSA.
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